Muon is Gauge Fixing
deriving the “Muon” orthogonalization

in terms of the renormalization group
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What is Muon !: Momentum Update Orthogonalization

© For each layer, M, = SM,;_; — nVwlL
form the momentum
the standard W update AW, = M,
© Orthogonalized, AW, — AW, = Orth(AW,)

all eigenvalues are one
NTN
AW, AW, =1
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Analyzing DNN Weight matrices with WeightWatcher

1. Take a model
U 2 VI -2 Take a weight matrix |
- 3. Do Spectral analysis
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How is Muon related: to Renormalization Group ?

non-Trivial: the RG fixed point

>‘t =1 VAt € p:::lp()\)

Trivial: fixes the gauge of the RG flow

>‘t =1 V)\t € pemp(A)‘

What does this mean !
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Why w|w works ? Fix Point Equation

Forward Pass

e
X

Backward Pass
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HTSR Theory: 5+1 Phases of Training
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(a) Random-like. (b) Bleeding-out. (c) Bulk+Spikes.
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(d) Bulk-decay. (e) Heavy-tailed. (f) Singularity.

Implicit Self-Regularization in Deep Neural Networks: Evidence from Random Matrix Theory and Implications for Learning
Charles H. Martin, Michael W. Mahoney; JMLR 22(165):1-73, 2021.

calculation | consulting weightwatcher.ai



Why w|w works ? Renormalization Group (RG) theory

o o <

lnfd,u(S)eNﬂTr[HQQ] s hm lnfdu(A)eNﬂﬁ[HggS

Volume Preserving or Scale-Invariant Transformation

det(A)=1 or Tr[lnA]-=0, l:[ A =1 VA€ piif (M),

SETOL: SemiEmpirical Theory of (Deep) Learning
Charles H. Martin & Christopher Hinrichs (arxiv, 2025).
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ERG Condition: non-Trivial & Trivial solutions

non-Trivial: the RG fixed point

At=1 VA ep . (A)

Trivial: fixes the gauge of the RG flow

)‘t =1 V)\t € pemp(A)f
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New Principal Learning:

Wilson Exact Renormalization Group (ERG) Condition

Eigenvalues A in Effective Correlation Space (ECS)
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Muon: Removes Redundant RG Directions

Unrestricted flow allows dilations W,.; = W, + AW,
W — We°  GL(n) = O(n) x SPD(n)
The update lives in the tangent space of the flow
AW; ~ nW € Tw,GL(n)

AW, — AW, + (redundant direction)

Muon removes the dilation subgroup in the RG flow

GL(n) — O(n)
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Muon: Removes Redundant RG Directions

Redundant Tracelog: ), InA=0
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W — WeS AW, ~ nW € Tw,GL(n)
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Layer-wise Spectral Exponents (a) vs Epoch
(Muon fcl uses fix_fingers='clip_xmax' on layer _id==1)

Muon: Removes Redundant Directions
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Analyzing DNN Weight matrices with WeightWatcher | Weig ht | Watcher

1. Take a model

T S i i . . .
U > J| Vo R Data-Free Diagnostics for Deep Learning

>4, Histogram of eigenvalues

WeightWatcher (w|w) is an open-source, diagnostic tool for analyzing Deep
@ LT o] Neural Networks (DNN), without needing access to training or even test data. It is
|y ™ os| (R based on theoretical research into Why Deep Learning Works, using the new
H( | \ Theory of Heavy-Tailed Self-Regularization (HT-SR), published in JMLR and
” T — Nature Communications.

WeightWatcher is a one-of-a-kind must-have tool for anyone training, deploying, or monitoring Deep Neural Networks (DNNs).

pip install weightwatcher

and check out our latest LLM Leaderboard!

https://weightwatcher.ai | 75K+ downloads; | 7K+ stars

We are looking for early adopters and collaborators
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