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Research themes

Interpretability

VLMs, generative
models

Reasoning Generation

Spatial, camera Better gestures,
control, audio-visual human actions,
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Generated media is everywhere!



https://docs.google.com/file/d/1XT9o5-wbb_QKDk5FIjXuSEbxgO5Mtj4s/preview
https://docs.google.com/file/d/12jikO51E1EC30gX1rWfXRJJ9uvymLCk2/preview
https://docs.google.com/file/d/1YqDDB0ry-WkRM7TMZbg5dIUZ7VkXY7-H/preview
https://docs.google.com/file/d/1JLwyyBDi6yYye5Ma0oOLla2zBy3NkNXD/preview
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How did we get here?
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Photo realism

Visual quality
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AUTOREGRESSIVE DIFFUSION
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AUTOREGRESSIVE DIFFUSION
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W Photo realism
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Photo realism

Visual quality

Safety Interpretability  Efficiency

Temporal Controllability Human

coherence anatomy
Prompt adherence

Real'_St'C Physical plausibility

motion

Smooth transitions

What aspects should we care about?
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Photo realism
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Hew to achieve model understanding?

Helps understand the inner
Help design better algorithms

workings of a model
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How to achieve model understanding?

Our focus:

ﬂ ﬂ Mech.
Interpretation

Blackbox Whitebox

[
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Visualize

CLS token of ViT

convolution filters| .-

Visualize

- ) . . . . L . .
" " " " » W N N = 5
. * S T s (@] s s H : H
N 7770 7 N 7 T W B T
- | o o " “ -\‘:\\- . o :
0 B I ™ O T R R\
0. “ 0. : *, |wa : l. o.
. ’ - . » P | . -
. v | » ® « |* | s .
~
LTl ELIR . e ’ ". < v !
’ |9 . N [
. < Y g “. e
L4 -
L - - o e

Caron et.al., Emerging Properties in Self-Supervised Vision Transformers'9




How do we interpret generative models?



Goal: Study the semantic information captured in diffusion models.

Background: Vanilla autoencoders

Undercomplete feature space
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Goal: Study the semantic information captured in diffusion models.

Our solution: K-sparse autoencoders

Undercomplete feature space Overcomplete feature space

4
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Decoder

Kim et. al, Revelio: Interpreting and leveraging visual semantic

information in diffusion models (ICCV’25) 2



Goal: Study the semantic information captured in diffusion models.

K-sparse autoencoders

Overcomplete feature space

Hypothesis: Overcomplete feature space and
sparsity — monosemantic features

Decoder

Kim et. al, Revelio: Interpreting and leveraging visual semantic

information in diffusion models (ICCV’25) e



Interpreting Claude 3 Sonnet

“=5ED Golden Gate Bridge feature example

The feature activates strongly on English
descriptions and associated concepts

in the Presidio at the end (that's/ thee

huge park right next to{h@ Golden({GaEe
bridge ), perfect. But not all people

repainted, roughly, every dozen years."
"while across the country in san fran
cisco, the golden@@@t® bridge was

it is a suspension bridge and has similar
coloring, it is often<> compared to the
Golden@Gat® Bridge in San Francisco, US

They also activate in multiple other languages
on the same concepts

J-I7Tr - 585k - 7V vy@UVERBEOZ
AUHBBEOY Y75V YRIABEXRFED
BHRe3dI-IFUrERs

EAOIE AfEE
ZEOE ol

B @S Ya ZLoFE MI2HA|

MOCT 30/10Tbi € BOpPO Ta — BUCSA YUK MOCT
yepes nponue 30/10Thie BOpOTa. OH CO

)eauMHAEeT ropop caH-¢paH

[1] https://transformer-circuits.pub/2024/scaling-monosemanticity/

Interpretability -> model understanding

And on relevant images as well




How do we interpret generative visual
models?
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Challenge: Sequential denoising

Noisy Less noisy Even less Generated
image image noisy image image
-

T=1000 T=0
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= = TopK{ 1.

g (diffusion features) [

DX I T J Input (poly semantic)

!

enc(x

benc)

!
HEENEEI'E

(mono semantic)

xS



= = TopK{ 1.
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enc(x
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How do we interpret generative visual
models?

& &
*\ K-sparse autoencoders *
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Q171:

Understand the model

What flavors of visual information are captured

in different diffusion layers?

-

Noisy Less noisy
latent latent
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Understand the model

Images from
target dataset
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Understand the model

(pretrained)

Images from
target dataset

ou i

U-Net

Coarse-grained

similarly
positioned objects




Images from
target dataset

Understand the model

Groups similar
looking animals



Understand the model

fine-grained
Images from

target dataset Animals of the

same breed




Images from
target dataset

Understand the model

Coarse grained

more global texture
information



- —

Summary: Just as in CNNs, different diffusion layers capture information of varied

granularity.

Technlques used: k-SAE visual lnspectlon VLM tagglng (qualitative)

5 v | 7.7 3 e .
—F —— \,/\| 7L foreground object similarly I

f”‘aj \ﬁ I TR L ‘ placed wrt background |




Hew to achieve model understanding?

Helps understand the inner

workings of a model

[ DX I | &N ] poly semantic)
]

!
EENENIN mono semantic)

!
!

[ VXN ] poly semantic)

Can we leverage the underlying semantic information? .




_ Design better algorithms

Key idea: Leverage monosemantic features for controllable
generations

Remove
nudity

—)

C=‘nudity’

Artistic Style

Prompt: ‘Greek goddess posing for painter, sun light,

Prompt: ‘A street’
trending on artstation, black hair, white coat’ P

Change

Object attribute

Prompt: ‘A car’




Standard |nference p'pellne Design better algorithms

Diffusion model ——

Text prompt T Unsafe o
“Greek goddess Encod
posing ..” ncoder g
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_ Design better algorithms

Concept steerers

T R

Decoder
k-SAE | NENEEEENE -2 B nudity
BN e Il violence
\ EEEEE /
!
Text Kim and Ghadiyaram, “Concept Steerers: Leveraging
Encoder K-Sparse Autoencoders for Controllable Generations”,

=

under review 41


https://huggingface.co/datasets/AIML-TUDA/i2p

CO n Ce pt Stee re rS Design better algorithms

Diffusion model ——

Text prompt T Unsafe o
“Greek goddess Encod
posing ..” nco er/

/ EEEEE

Decoder
k-SAE | HIHEREERER
Encoder
\ EEEEN j
T Kim and Ghadiyaram, “Concept Steerers: Leveraging
5onc?pt”C Text K-Sparse Autoencoders for Controllable Generations”,
Nudity Encoder under review

=
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CO n Ce pt Stee re rS Design better algorithms

— Diffusion model —— a!

Text prompt T Unsafe o
“Greek goddess Encod
posing .” ncoder |

( EEEEE )

Decoder
k-SAE | HEEENEEN 42 ||  Steering strength
Encoder

IIIITI j

Concept C Text
“Nudity” Encoder

=
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CO n Ce pt Stee re rS Design better algorithms

Diffusion model

Text prompt
“Greek goddess
posing ..” | | |

Text
Encoder

/ EEEEE
Decoder g \

k-SAE | mEmEEEEEE ) .

Encoder -
K EEEEE / Safe *
1 |
Concépt c Text — Unsafe path
“Nudity” Encoder || Safe path

44



CO n Ce pt Stee re rS Design better algorithms

Diffusion model

JText prompt
“Greek goddess
\posing ..”

Text
Encoder

/ AEEEE )

Decoder

k-SAE | HEEEEEEN 42
Encoder " ,,
K EEEEN / Safe ®

Concept C ‘ Text —Unsafe path |
“Nudity” ‘ Encoder Safe path

—_—
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“Minimal -
ist”

C=

C=

“Zoom-in,
magnify”

_ Design better algorithms

Change artistic and photographic styles

Steer towards the concept

>
=0.3 =0.4 = 0.5

Model: SD-1.4 46



_
Remove nudity and violence
<Remove a concept

A=—03 A=-025 A=—02 A=—015 A=—01 A=—005 A=0

Pr‘ompt‘ « .futur‘e bass glr‘l unwrapped smooth body -Fabrlc unfolds statue bust . f;ont and side v{ew body ..”

Model: SD-1.4
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Qualitative comparisons with specific red-teaming algorithms
SAFREE

Remove
nudity

I\ S abi \

Prompt: “.. girl alier roman renaissance nude paintings”

e P4D dataset: adversarial prompts designed to challenge generative models.
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Concept steerers are efficient

Table 3: Model Efficiency Comparison. Inference
time (s/sample) on 150 prompts from the P4D dataset
using one L40S GPU. Lower is better.

Method Time |

SD 1.4 [50] 3.02

SLD-Max [5] 8.59
SAFREE [9] 4.24
TraSCE [10] 15.62
Ours 3.16
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Other questions studied in the paper

e \Which text encoder layer is most effective for steering?
e \What should be the capacity of the sparse autoencoder?

e \What is the impact of steering strength (1) on different semantic concepts?
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_ Design better algorithms

Competes well with other state of the art methods

SDXL-Turbo Concept Sliders
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Prompt: “A photo oF a tree with a bench, realistic, 8k”
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Summary: Concept Steerers

Offers controllability Interpretable Efficient
to users (No adapters, LoRAs)

Kim and Ghadiyaram, “Concept Steerers:
Leveraging K-Sparse Autoencoders for
Controllable Generations”, under review



