
© Deepti Ghadiyaram, BU

Interpreting and Leveraging 
Diffusion Representations 

Deepti Ghadiyaram
Assistant Professor, CS Dept., Boston University

Member of Technical Staff, Runway  

1



My research group

2Chaitanya

Dahye Tianle Xavier

Ifreen

Manushree Youngsun



Research themes
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VLMs, generative 
models

GenerationReasoning

Interpretability

Spatial, camera 
control, audio-visual

Better gestures, 
human actions, 

metrics



Generated media is everywhere!
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https://docs.google.com/file/d/1XT9o5-wbb_QKDk5FIjXuSEbxgO5Mtj4s/preview
https://docs.google.com/file/d/12jikO51E1EC30gX1rWfXRJJ9uvymLCk2/preview
https://docs.google.com/file/d/1YqDDB0ry-WkRM7TMZbg5dIUZ7VkXY7-H/preview
https://docs.google.com/file/d/1JLwyyBDi6yYye5Ma0oOLla2zBy3NkNXD/preview
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How did we get here?
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GANs
VAE
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GANs
VAE

What aspects did we care about?
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GANs
VAE

Visual quality

Photo realism

What aspects did we care about?
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AUTOREGRESSIVE DIFFUSION
GANs

VAE
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AUTOREGRESSIVE DIFFUSION
GANs

VAE
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AUTOREGRESSIVE DIFFUSION
GANs

VAE

✅ Visual quality

✅ Photo realism
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AUTOREGRESSIVE DIFFUSION
GANs

VAE
What aspects should we care about?

✅ Visual quality

✅ Photo realism

14



© Deepti Ghadiyaram, BU

Prompt adherence
Realistic 
motion Smooth transitions 

Human 
anatomy

Physical plausibility

Controllability

Efficiency

Temporal 
coherence

Interpretability

AUTOREGRESSIVE DIFFUSION
GANs

VAE

Safety

What aspects should we care about?

Visual quality

Photo realism
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Alignment
Realistic motion

Smooth transitions 

Human anatomy

Physical plausibility

Controllability

Efficiency

Temporal coherence

Interpretability

AUTOREGRESSIVE DIFFUSION
GANs

VAE

Safety

Visual quality

Photo realism
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How to achieve model understanding?

Helps understand the inner 

workings of a model
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Help design better algorithms

Why



How to achieve model understanding?
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Our focus: 
Mech. 

Interpretation

Input

Output

Whitebox

Input

Output

Blackbox



19Caron et.al., Emerging Properties in Self-Supervised Vision Transformers

Visualize 
convolution filters

Visualize 
CLS token of ViT



How do we interpret generative models? 
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Goal: Study the semantic information captured in diffusion models.

Encoder

D
ecoder

Background: Vanilla autoencoders

Undercomplete feature space



Our solution: K-sparse autoencoders
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Goal: Study the semantic information captured in diffusion models.

Kim et. al, Revelio: Interpreting and leveraging visual semantic 
information in diffusion models (ICCV’25)

En
co

de
r

D
ec

od
er

Overcomplete feature spaceUndercomplete feature space

Encoder

D
ecoder



K-sparse autoencoders
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Goal: Study the semantic information captured in diffusion models.

En
co

de
r

D
ec

od
er

Overcomplete feature space

Hypothesis: Overcomplete feature space and 

sparsity → monosemantic features

Kim et. al, Revelio: Interpreting and leveraging visual semantic 
information in diffusion models (ICCV’25)



Interpreting Claude 3 Sonnet

[1] https://transformer-circuits.pub/2024/scaling-monosemanticity/

Interpretability -> model understanding



How do we interpret generative visual 
models?
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Challenge: Sequential denoising

Noisy 
image

Less noisy 
image

Even less 
noisy image

Generated 
image

χT χi χj χ0

T=1000 T=0
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Encoder

Input(diffusion features) (poly semantic) 𝒳𝒳
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Encoder

Input(diffusion features) (poly semantic) 

(mono semantic) 

𝒳𝒳
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Encoder

Input(diffusion features) (poly semantic) 

(mono semantic) 

Decoder

Output (poly semantic) 

𝒳𝒳



How do we interpret generative visual 
models?
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🔨 K-sparse autoencoders 🔨
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Q1: What flavors of visual information are captured 

in different diffusion layers?

Noisy 
latent

χt χt-1

Less noisy 
latent

Understand the model Design better algorithms



Coarse-grained

similarly 
positioned objects

Understand the model Design better algorithms

(pretrained)



Coarse-grained

similarly 
positioned objects

Understand the model Design better algorithms

(pretrained)



Moderately granular

Groups similar 
looking animals

Understand the model Design better algorithms



fine-grained

Animals of the 
same breed

Understand the model Design better algorithms



Coarse grained

more global texture 
information

Understand the model Design better algorithms
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Summary: Just as in CNNs, different diffusion layers capture information of varied 

granularity.

Techniques used: k-SAE visual inspection, VLM tagging (qualitative)



How to achieve model understanding?

Helps understand the inner 

workings of a model
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Help design better algorithms

Why

Encoder

(poly semantic) 

(mono semantic) 

Decoder

(poly semantic) 

Can we leverage the underlying semantic information?



Key idea: Leverage monosemantic features for controllable 
generations

Understand the model Design better algorithms
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Standard inference pipeline Understand the model Design better algorithms
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Understand the model Design better algorithmsConcept steerers

nudity
violence

Kim and Ghadiyaram, “Concept Steerers: Leveraging 
K-Sparse Autoencoders for Controllable Generations”, 
under review

Unsafe text prompts 
(nudity, violence, self-harm)

https://huggingface.co/datasets/AIML-TUDA/i2p
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Concept steerers Understand the model Design better algorithms

Kim and Ghadiyaram, “Concept Steerers: Leveraging 
K-Sparse Autoencoders for Controllable Generations”, 
under review
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Concept steerers Understand the model Design better algorithms

Steering strength
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Concept steerers Understand the model Design better algorithms
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Concept steerers Understand the model Design better algorithms



Change artistic and photographic styles

46Model: SD-1.4

Understand the model Design better algorithms

Steer towards the concept



Remove nudity and violence
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Model: Flux Dev-1.0

Model: SD-1.4

Understand the model Design better algorithms

Remove a concept



Qualitative comparisons with specific red-teaming algorithms
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● P4D dataset: adversarial prompts designed to challenge generative models.



Concept steerers are efficient

49



Other questions studied in the paper

● Which text encoder layer is most effective for steering?

● What should be the capacity of the sparse autoencoder? 

● What is the impact of steering strength (𝛌) on different semantic concepts? 
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Competes well with other state of the art methods
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Understand the model Design better algorithms



Summary: Concept Steerers

52

Offers controllability 

to users

Interpretable Efficient 

(No adapters, LoRAs)
Kim and Ghadiyaram, “Concept Steerers: 
Leveraging K-Sparse Autoencoders for 
Controllable Generations”, under review


