
Domain-Specialised Mixture of Experts 
for Better Language Modelling



Introduction
Hi everyone ! I’m Atharva, a 16 year old high school student learning deep learning by 

building things from scratch. I don’t have formal training, just curiosity and a lot of trial and 

error. Right now I’m building a transformer-based LLM in NumPy and expanding it into a 

domain-specialized Mixture of Experts.
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Why this matters:
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What’s Next?



Key Papers:



Thank You for listening!
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