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Reward models and 
interpretability



Mnih et al. (2015)





Reward models and 
interpretability
Understanding maximum- and minimum-value states is 
an important (and understudied) area of interpretability 

As models increase in capability, they will get better 
and better at achieving their objectives 

Thus, it will be increasingly important to know not only 
how they process inputs and take actions in a local 
sense... 

But to understand more broadly what the model thinks 
optimal and pessimal states look like



Reward models



Explain gravity to a 6 year old 
⇒ 3.19 

Moon is natural satellite... 
⇒ 5.31 

The moon is a big, bright 
circle in the night sky... 
⇒ 10.49

Training Data  Reward Model Objective Function

ℒCE = − ∑
σ1,σ2,μ∈𝒟

μ(1)log ̂P[σ1 ≻ σ2]
+μ(2)log ̂P[σ2 ≻ σ1]

Input Layer ∈ ℝ⁹ Hidden Layer ∈ ℝ⁸ Hidden Layer ∈ ℝ⁸ Output Layer ∈ ℝ¹

Reward models (RMs)

Christiano et al. (2017), Ouyang et al. (2022)



Pre-Training (+SFT) 

Given input tokens… 

Predict next token

Reward Modeling 

Given input tokens… 

Output scalar number 
that predicts human 
pairwise preferences

Post-Training 

Given input tokens… 

Maximize expected 
reward from reward 
model

RMs: Where human values enter RLHF



Lambert et al. (2024) 
Malik et al. (2025)

RMs: Where human values enter RLHF



Exhaustive search



Optimal and pessimal 
tokens
USER: What, in one word, is the greatest thing ever? 
 
ASSISTANT: ________________



(FAQ: Don’t logprobs already 
answer this question?)

FAccT ’25, June 23–26, 2025, Athens, Greece B. Christian, H.R. Kirk, J.A.F. Thompson, C. Summerfield, T. Dumbalska

A.2 Tables
CONTENT WARNING: The following tables include examples of biased, offensive, disturbing, sexually-explicit and otherwise harmful text.

Table A.1: Ranked next-token logprobs from Gemma models for the “greatest thing” prompt.

FAccT ’25, June 23–26, 2025, Athens, Greece B. Christian, H.R. Kirk, J.A.F. Thompson, C. Summerfield, T. Dumbalska

A.2 Tables
CONTENT WARNING: The following tables include examples of biased, offensive, disturbing, sexually-explicit and otherwise harmful text.

Table A.1: Ranked next-token logprobs from Gemma models for the “greatest thing” prompt.



Optimal and pessimal 
tokens
USER: What, in one word, is the greatest thing ever? 
 
ASSISTANT: ________________ 
 
 
CONTENT WARNING: We present tokens in 
their raw form (including slurs) to enable 
transparent attribution of model tokens, while 
acknowledging their offensive, troubling and 
harmful nature.



Heterogeneity
Models differ strikingly despite similar data 
• Both scale and range of the distribution of reward scores 

differ across models



Heterogeneity
Models differ strikingly despite similar data 
• Both scale and range of the distribution of reward scores 

differ across models 
• Certain models seem more alike than others

Kendall’s 𝜏 correlations



Heterogeneity
Models differ strikingly despite similar data 
• Both scale and range of the distribution of reward scores 

differ across models 
• Certain models seem more alike than others 
• We can visualize as well as quantify the effect of: 
• Base model (Gemma vs. Llama)

Llama

Gemma

Multidimensional scaling (MDS)



Early evidence that RMs inherit values 
from base models

Representational similarity analysis (RSA)



The “Big Two”: Agency and Communion
• Most essential aims people pursue: goal achievement 

and meaningful relationships, respectively  
(Pietraszkiewicz et al. 2019) 

• Represent important personality dimensions  
(Saucier 2009) 

• Constitute core values that people cherish  
(Trapnell & Paulhus 2012) 

• Most frequent themes in autobiographical memories  
(McAdams et al. 1996) 

• Most frequent themes in descriptions or evaluations 
of self and others  
(Abele & Bruckmüller 2011; Wojciszke 1994) 

• Most frequent themes in perception of groups  
(Cuddy et al. 2008; Fiske et al. 2002) 

• Foundation of validated psycholinguistic corpora 
(Pietraszkiewicz et al. 2019)RESEARCH ARTICLE
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Abstract

Four studies developed and validated two dictionaries to capture agentic
and communal expressions in natural language. Their development fol-
lowed the Linguistic Inquiry and Word Count (LIWC) approach (Study 1) and
we tested their validity with frequency-based analyses and semantic simi-
larity measures. The newly developed Agency and Communion dictionaries
were aligned with LIWC categories related to agency and communion
(Study 2), and corresponded with subjective ratings (Study 3), confirming
their convergent validity. Very low or absent correspondence between pro-
posed dictionaries and unrelated LIWC categories demonstrated their dis-
criminant validity (Study 2). Finally, we applied both dictionaries to
language used in advertisements. In correspondence to gender stereotypes,
male-dominated jobs were advertised with more agentic than communal
words, and female-dominated jobs with more communal than agentic
words (Study 4). Both dictionaries represent reliable tools for quantifying
agentic and communal content in natural language, and will improve and
facilitate future research on agency and communion.

Keywords: agency, communion, Big Two, computerized text analysis, Linguistic Inquiry and

Word Count, measurement

In psychological research, the “Big Two”—agency and

communion—reflect the most essential aims that peo-

ple pursue in life: achieving goals and forming mean-

ingful relationships with others, respectively. They

represent important personality dimensions (Saucier,

2009) and constitute core values that people cherish

(Trapnell & Paulhus, 2012). The Big Two are the most

frequent themes in autobiographical memories (McA-

dams, Hoffman, Day, & Mansfield, 1996), descriptions

or evaluations of self and others (Abele & Bruckm€ul-
ler, 2011; Wojciszke, 1994), as well as in the percep-

tion of groups (Cuddy, Fiske, & Glick, 2008; Fiske,

Cuddy, Glick, & Xu, 2002). Despite their crucial role in

various psychological domains, little effort has been

devoted to investigating their linguistic manifestations

(for an exception regarding grammatical markers of

agency see Formanowicz, Roessel, Suitner, & Maass,

2017). This may be due, above all, to the lack of

European Journal of Social Psychology 49 (2019) 871–887 ª 2018 John Wiley & Sons, Ltd. 871
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Base-Model Log Probabilities 
Mirror Agency/Communion Biases

 Reward Models Instruction-Tuned Models  Pretrained Models



Implicit Reward Models

• The DPO paper showed that you can model the delta between two LLMs ( , ) as 
implying a reward model that could finetune  into  . (Rafailov et al. 2023) 

• This implicit reward model can be defined as a 
log likelihood ratio: 
 

 

• Because 
 

 ,  
 
we can express this implicit reward directly as the difference in logprobs. 

• Then we can apply the exhaustive token search methodology to the implicit RM and 
reveal its “optimal and pessimal tokens.”

πA πBπA πB

rA→B(x, y) = c(x) + β ⋅ log πB(y |x)
πA(y |x)

log πB(y |x)
πA(y |x) = log πB(y |x) − log πA(y |x)



• Because logprobs are in , a lot of the representational range is  
in infinitesimally unlikely “junk tokens.” 

• E.g., a token going from 10^-12 to 10^-9 implies a huge reward score, but it doesn’t 
make sense to think of this as the “optimal token” for the implicit RM. 

• How to resolve this? We propose the mixture-weighted log ratio (MWLR): 
 

 

• Q. So what do we get when we rank the optimal and pessimal tokens by MWLR score for 
the implicit RM from Llama (3.2 3B Instruct) to Gemma (2 IT 2B)?

(−∞,0]

MWLR = 1
2 (p + q) ⋅ (log q − log p) .

Making Implicit Reward Scores Usable



• Q. So what do we get when we rank the optimal and pessimal tokens by MWLR score for 
the implicit RM from Llama 3.2 3B-Instruct to Gemma 2 IT 2B? 

• A. Literally an axis that goes from (optimal) “Freedom” to (pessimal) “Love”:

Implicit Reward Scores  
Mirror Agency/Communion Biases



• MWLR scores make inference-
efficient evals (only a single 
forward pass) possible with larger 
models 

• A full cross-model comparison 
from Llama 3.x (1-70B) and 
Gemma 2 (2-27B) shows that this 
characteristic pattern holds 
across two orders of magnitude of 
model size 

• For any given Llama model, effect 
increases with Gemma size 

• With only one exception, for any 
given Gemma model, effect 
increases with Llama size

Effect is robust (increases!) with model size



• We used the BMRC cluster to train dozens of RMs with identical hyperparameters and 
identical training data, across multiple ablations of data source and data quantity. 

• All RMs initialized either from Llama 3.2 3B Instruct or Gemma 2 IT 2B. 

• Training dynamics reveal initial bias from pretrained initialization lessens, 
 but rarely to convergence:

Tracking Agency/Communion Biases 
Over the Course of RM Training



• Comparing early and late training checkpoints 
reveals the tokens whose reward scores 
change most over the course of training. 

• For Gemma models, agency terms increase 
from a low baseline while communion terms 
fall from a high baseline – reflecting that 
initialization imparts higher “communion” 
value than is supported by the preference 
data. 

• For Llama models, the pattern is reversed – 
reflecting initialization that imparts higher 
“agency” value than the preference data 
support.

Tracking Agency/Communion Biases 
Over the Course of RM Training

Gemma RM 
(last - first checkpoint)

Llama RM 
(last - first checkpoint)



• Looking at fully trained Llama/Gemma RM pairs, using different total amounts (and 
sources) of training data, reveals that initial value bias is almost indelible:

Tracking Agency/Communion Biases 
Over the Course of RM Training



• Reward models (RMs) are an integral and often overlooked part of RLHF/alignment 

• Exhaustive token search yields optimal and pessimal tokens for a given prompt, revealing 
interpretable axes of an RM’s “moral compass” 

• Kendall-  correlations among these ranked tokens quantify similarity and dissimilarity 
between RMs 

• Stepwise regression shows that choice of base model explains an important amount of 
this variance 

• Using validated psycholinguistic corpora shows statistically significant differences in real-
world RMs: notably between agency (Llama) and communion (Gemma) 

• These differences can be traced back to the instruction-tuned and pre-trained models from 
which these RMs are initialized 

• Differences between base models can be understood as creating an implicit reward model; 
these implicit RMs can (via the MWLR score) be made interpretable, and show the exact 
same pattern 

• Training RMs in controlled conditions, with identical hyperparameters and ablations of 
data, shows this effect is repeatable, robust, and nearly indelible

τ

Reward Models Are Not a Blank Slate



• Implications are significant: 

• RMs are built to embody and generalize labeled human preference datasets, standing in 
for humans in the alignment process 

• However, their behavior inherits to a significant degree from the pretrained LLMs on 
which they are built 

• Safety and alignment must begin at pretraining 

• Open-source developers’ choice of base model is as much a consideration of values as 
of performance

Reward Models Are Not a Blank Slate
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